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Abstract: This paper proposes that a particular conception of the Spell-Out
operation provides a hitherto unnoticed way of determining a label of otherwise
unlabeled syntactic objects. It is shown that this proposal simplifies the grammar
and gains several theoretical and empirical consequences, eliminating certain
unnecessary complications in Chomsky’s (2013) framework where some instances
of movement are forced by the need to label. More specifically, we point out that
Chomsky’s basic idea behind the implementation of labeling through movement,
which assumes that a copy left behind by movement is invisible to minimal
search, is not only incompatible with the copy theory of movement but also
violates the No Tampering Condition. We also point out that his claim that
movement is required for labeling has a redundancy problem regarding the
motivation of movement, which should be avoided in the Minimalist Program.
Then, we argue that the problems are easily solved if we ensure that a singleton
set left after the application of Spell-Out is automatically converted into its single
member. The proposed system of labeling that makes use of Spell-Out not only
removes some unnecessary complications of Chomsky (2013) but also gives
several novel answers to classical questions concerning the binarity of phrase
structures and the structures of small clauses and there-constructions.
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1 Introduction

20 years have passed since the advent of the Minimalist Program (MP) (Chomsky
1995). MP aims to clarify the concept of simplicity in language by eliminating
stipulations, redundancy, and other complications of Universal Grammar (UG).
It has been guided by the Strong Minimalist Thesis (SMT), which seeks to
formulate a perfect solution to the conditions that language must meet (see
Chomsky’s 2015a recent reflection of MP). The constant pursuance of that
program by generative linguists has brought about a lot of significant achieve-
ments and contributions not only in linguistics but also in other fields (cf. Sakai
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2005). Specifically, notions such as X-bar, D-structure, S-structure, trace, index,
and the like have been all shown to be eliminable from the grammar (for an
overview of some results of MP, see Hornstein et al. 2005 among others). As a
result, it has become possible to minimize UG with only conceptually necessary
components, such as Merge, phase, minimal search, Spell-Out, etc., in order to
interact in an optimal way with two indispensable interfaces, conceptual-inten-
tional (C-I) and sensorimotor (SM).

However, there is a controversial notion that is still obscure in MP, namely
labels. From the outset of generative grammar, it has been explicitly or implicitly
assumed that labels are necessary for syntactic derivations to proceed in narrow
syntax (NS) and for syntactic objects (SOs) to be interpreted at the interfaces
(Chomsky 1957, 1995, 2013 among others), but the question still remains as to how
labeling takes place before SOs are transferred to the interfaces. Chomsky (1995),
for instance, treats labeling as a part of the definition of Merge (see Section 2
below). On the other hand, Collins (2002), and Seely (2006) argue against this
position by showing that such complications are unnecessary and, in fact, avoid-
able under the theory of bare phrase structure (Chomsky 1994, 1995), where
structure building done via Merge takes place without recourse to labels.

More recently, Chomsky (2013) reaches the conclusion that Merge is just a
set-formation operation that combines two SOs with no label projection, as in
Merge(α, β) → {α, β}. That said, since SOs need to be interpreted at the interfaces,
he assumes a fixed labeling algorithm that makes SOs interpretable at the inter-
faces, operating at the phase level along with other operations. Specifically, for
Chomsky, “[…] [labeling algorithm] is just minimal search, presumably appro-
priating a third factor principle, as in Agree and other operations (Chomsky
2013: 43)”, an indispensable process to find the relevant information of {α, β}.

In this paper, building on Chomsky’s (2013) conception of labeling, we aim
to further elaborate on its mechanism, by eliminating potential flaws in his
actual implementation of what we may call labeling through movement, and
shed new light on the process of labeling by making use of one of the essential
NS operations. More specifically, we propose that a particular conception of the
Spell-Out operation provides a hitherto unnoticed way of determining a label of
otherwise unlabeled SOs. By doing so, we show that this proposal simplifies the
grammar and gains several theoretical and empirical advantages, eliminating
certain unnecessary complications in Chomsky (2013).

The paper is organized as follows: Section 2 briefly reviews Chomsky’s (2013)
proposals about labeling and identifies some of their potential theoretical flaws.
Section 3 proposes labeling through Spell-Out and investigates its consequence
for optimal use of Merge. Section 4 concludes the paper and makes some
suggestions for future work.
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2 Background and the problems

2.1 Chomsky (2013) on labeling

In MP, Merge, an elementary recursive operation that combines two SOs into a
set, has been assumed to be a primitive operation to ensure the discrete infinity
of human language. In the early Minimalism (Chomsky 1993, 1995), it was
assumed that the operation Merge itself takes care of labeling, with labeling
taking place as a part of the definition of Merge. Thus, under the definition in
(1a), Merge takes X and Y as its input and yields a set of {X, Y}. If neither X nor Y
is part of the other, we have External Merge (EM), and if either X or Y is part of
the other, we have Internal Merge (IM). In either case, the resulting set is then
labeled as Z upon the application of Merge, inheriting the relevant properties of
X or Y (see Chomsky 1995: 396–399) (informal tree notations like (1b) and those
to be provided below are added just for the sake of illustration).

(1) a. Merge(X, Y) → {Z, {X, Y}}, where Z = X or Y
b. Z

X Y

However, building on the study of a label-free syntax (Collins 2002; Seely 2006;
see also Narita 2014), Chomsky (2013) reaches the conclusion that labeling is not
built into Merge, and the resulting set has no label projection as in (2a).

(2) a. Merge(X, Y) → {X, Y}
b.

X Y

As isobvious from (2), outputsofMergeare simplysetswithno label, so an immediate
question raised by the simplest Merge-based system is: How can SOs be labeled?

As for the labeling problem, Chomsky (2013) assumes that a label is required for
interpretation at the interfaces.1 Hence, for SOs to be labeled, there must be a fixed
labeling algorithm that makes them interpretable at the interfaces, operating at the

1 An anonymous reviewer wonders exactly why labels are necessary at the interfaces. The
following case discussed in Chomsky (2008) may be relevant.

(i) [α what [C [you wrote]]]
Chomsky points out that if α is labled as C, the whole constituent is interpreted as an

interrogative clause while if what projects (i. e. α is labeled as N/D), the constituent is interpreted
as a nominal (i. e. free-relatives). If so, this indicates the necessity of labels at the interfaces.
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phase level along with other operations. Under this assumption, he then argues that
labeling is just minimal search as in Agree, and the relevant information about a SO
is provided by a single designated element within it: a lexical item LI, a head. Thus,
given SO= {H, XP}, H a head and XP not a head as in (3b), it is claimed that the label
of the SO is straightforwardly determined as the label of H as in (3a).

(3) a. Label({H, XP}) = H
b. H

H XP

…X …
This is because H is a single designated element within it so that minimal search
can unambiguously select it as the label of the SO.

As already noted by Chomsky (2008: 160, note 34), however, one potential
problem with this analysis of labeling is that it cannot easily determine a label of
SO = {XP, YP}, as illustrated in (4).

(4) a. Label({XP, YP}) = ?
b. ?

XP YP

… X … … Y …
In this structure, which is sometimes called an XP-YP structure, neither is a head,
and minimal search is ambiguous in that either X or Y is a potential candidate.
Hence, the label of the SO cannot be straightforwardly determined. Then,
Chomsky proposes the following two ways in which the SO can be labeled:

(5) (A) {XP, YP} can be labeled by raising either XP or YP so that there is only
one visible head.

(B) {XP, YP} can be labeled by sharing prominent features of XP and YP.

Under (5A), the relevant SO of the form {XP, YP} is labeled as follows:

(6) a. XPi… {ti, YP}
b. Label({ti, YP}) = Y
c. Y

tXP YP

… Y …
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If, say, XP undergoes movement as in (6a), then only YP becomes visible to
labeling; hence the SO is labeled as Y as in (6b). As emphasized in Chomsky
(2013: 44), what is important to note in this analysis of labeling, which we may
call labeling through movement, is that we need to assume that a copy left behind
by movement is invisible to labeling; otherwise the lower XP copy would remain
visible to labeling, contrary to the intent, to which we return.

Under (5B), on the other hand, the SO is labeled as follows:

(7) a. {XP[F], YP[F]}
b. Label({XP[F], YP[F]}) = F
c. F

XP YP

… X[F] … … Y[F] …

If XP and YP share a prominent feature F as in (7a), minimal search can take that to
be the label of the SO; hence the SO is labeled F as in (7b). To put (5B) into practice,
Chomsky crucially assumes the notion of feature-sharing (Chomsky 2013: 45), so let
us call this labeling through feature-sharing. According to Chomsky, labeling
through feature-sharing operates on final landing sites of movement, namely criter-
ial positions in the sense of Rizzi (1997), giving rise to Q-feature-agreement in cases
of wh-movement and φ-feature-agreement in cases of subject-raising, for instance.

On the other hand, labeling through movement operates on departure and
intermediate landing sites of movement. Significantly, Chomsky claims that the
obligatory nature of subject raising (i. e. the EPP effect) and the successive-cyclic
nature of wh-movement follow from the necessity of labeling. Thus, consider the
following schematic derivations in (8a/a’) and (8b/b’), each representing the
EPP effect and successive-cyclicity.

(8) a. [α EAi [T [β ti v*P]]] b. [γ WHi [C2 [… [δ ti [C1 […]]]]]]
a’. α=φ

EA TP

T β = v*

tEA v*P

v* …

b’. γ=Q

WH CP

C2 …

… δ = C

tWH CP

C1 …
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As seen in (7), α in (8a/a’) and γ in (8b/b’) are labeled φ and Q, respectively,
through feature-sharing of the agreement features. Importantly, as for the labels
of β and δ, Chomsky (2013) suggests the following: In (8a/a’), “[…] if EA raises to
surface subject […] then β will be labeled v*, as required, […]. Therefore EPP is
forced […]. (Chomsky 2013: 44)” Similarly, in (8b/b’), “[i]f [WH] raises, then [δ in
(8b/b’)] will be labeled [C], as required. Therefore [WH] must raise, and succes-
sive cyclic movement is forced. (Chomsky 2013: 44)” To put it in other words,
phrases in intermediate positions must raise in order to permit labeling of the
remaining structure. Therefore, for Chomsky, movement is required for labeling.

Chomsky’s (2013) proposals about labeling are summarized as in (9).

(9) A label is required for interpretation at the interfaces and assigned by a
minimal search algorithm applying to an SO at the phase level. A label of
{H, XP} is H, and a label of {XP, YP} is determined through (A) or (B):
(A) a. XPi… {ti, YP}

b. Label({ti, YP}) = Y
≈ successive-cyclic movement
≈ other symmetric structures

(B) a. {XP[F], YP[F]}
b. Label({XP[F], YP[F]})

≈ criterial positions.

Of particular importance of this system is that movement is required for
labeling.

2.2 Problems with labeling through movement

Chomsky’s (2013) eradication of labeling from the definition of Merge and its
reduction to minimal search seems to be theoretically welcomed in favor of the
simplest Merge. Nonetheless, we would like to point out that there are (at least)
two theoretical problems in his system (see also Bošković in press).

First, Chomsky’s (2013: 44) idea that the lower XP copy is invisible to
minimal search is incompatible with the copy theory of movement, which has
been assumed in the literature since Chomsky (1993). In implementing labeling
through movement, he assumes that a copy left behind by movement is invisible
to minimal search. It is not clear why this would hold, however, since the
original, lower copy should behave exactly like the moved copy for the purpose
of serving as a label. Under the copy theory of movement, the trace ti in (6) is in
fact a copy of XP as shown in (10).
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(10) XP… {<XP>, YP} (<XP> = the lower copy)

Hence, to label the remaining set, some additional assumption is required so as
to render the lower XP copy invisible to minimal search. How is it possible,
though? In fact, Chomsky (2005) clearly states a close connection between the
No Tampering Condition (NTC) and the copy theory of movement as follows:
“The no-tampering condition also entails the so-called copy theory of move-
ment, which leaves unmodified the objects to which it applies […]. (Chomsky
2005: 13)” It then follows that an ad hoc assumption about the invisibility of
copies clearly violates the NTC.2 Thus, labeling through movement is not only
incompatible with the copy theory of movement, but also complicates the
definition of Merge.

Note that, as illustrated in (11) and (12), there are cases in which lower
copies look invisible to minimal search. In the case of (11a), the lower copy of
what in the v*P-edge is located between T and they as in (11b), without blocking
their relation (Chomsky 2007, 2008; Epstein et al. 2014). Similarly, in the case of
(12a) the lower copy of Jóni in the v*P-edge is located between T and sokkar as in
(12b), but it does not block an agreement between T and the nominative object in
Icelandic (Jónsson 1996; Bobaljik 2008).

(11) a. What do they like?
b. [CP what C [TP T [v*P <what> they v*[VP like <what>]]]]

(12) a. Jóni líkuðu þessir sokkar
Jon.DAT like.PL these socks.NOM
‘Jon likes these socks’

b. [TP JonDAT T [v*P <JonDAT> v*[VP like these socksNOM]]]

However, it is important to notice that there do exist cases where lower
copies appear to be visible to minimal search. Consider the following contrast in
Icelandic agreement:

(13) a. Mér virðast tNP [hestarnir vera seinir]
me.DAT seem.PL the.horses.NOM be slow
‘It seems to me that the horses are slow’

2 Chomsky (2013: 44) postulates the notion of domain to ensure the invisibility of lower
copies. As an anonymous reviewer points out, however, it is a stipulation at best. The analysis
to be proposed does not have to make such a stipulation. We thank the reviewer for this
point.
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b. Hvaða manni veist þú að virðist/*virðast twh
which man.DAT know you that seem.3SG/seem.PL
[hestarnir vera seinir]
the.horses be slow
‘To which man do you know that the horses seem to be slow’
(adopted from Holmberg and Hróarsdóttir 2003: 998)

The contrast between (13a) and (13b) shows that with the T-nominative agreement,
while the lower copy left behind by NP-movement (notated as tNP) is invisible to
minimal search, the lower copy left behind by wh-movement (notated as twh) is
visible to minimal search. Hence, the embedded plural subject hestarnir ‘the
horses’ can agree with the higher T only in (13a). This suggests then that merely
being a copy is not sufficient for ensuring the invisibility for minimal search.

Second, Chomsky’s (2013) claim that movement is required for labeling
seems to have a redundancy problem, which should be avoided in MP. Recall
that in analyzing successive-cyclic wh-movement, he argues that the intermedi-
ate step of movement is required for labeling (cf. δ in (8b)). It is not clear to what
extent the same motivation is involved in the initial step of movement, however.
For example, when an object wh-phrase (XPwh) is merged with a verb (V) in
English as in (14), the label of this set can be unambiguously determined by
minimal search to V. Nonetheless, wh-movement to the v*P-edge is required
under the standard assumption.

(14) {V, XPwh}

This means that a movement of the wh-phrase from the object position requires
a motivation other than labeling, say, certain uninterpretable features (Bošković
2007, 2008; see also Pesetsky and Torrego 2001, 2007). Then, it would not be
unreasonable to assume that such features motivate successive-cyclic wh-move-
ment in intermediate positions as well, as in fact argued for in Bošković (2007),
which makes the claim that labeling triggers movement redundant.3

3 Building on Chomsky’s (2013) labeling theory, Chomsky (2015b) argues that an object under-
goes obligatory raising to the SPEC of V, which is indeed taken as R(oot) in the sense of Marantz
(1997; Embick and Marantz 2008), and Borer (2005a, 2005b, 2013), along with that of a subject
to the SPEC of T. According to this generalized EPP approach, T and R are too weak to serve as a
label and with an overt subject/object, the SOs {DPSubj, TP} and {DPObj, RP} are labeled <φ, φ>
by the agreeing features. Hence the problem raised in the text may not arise in all cases under
the more recent labeling theory. However, as noted by Chomsky (2015b), given that there is
evidence that shows object-raising is optional (see, e. g., Lasnik 1999), Chomsky’s (2015b)
generalized EPP approach is inconclusive. Hence, the problem still remains.
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Similarly, the examples in (15) indicate that predicate-internal subjects
should raise regardless of whether the predicate is a head (i. e. good as in
(15a)) or a phrase (i. e. good at math as in (15b)):

(15) a. The studenti seems [SC ti good]
b. The studenti seems [SC ti good at math]

If the subject is forced to move even in (15a), where the predicate is a head
(hence the label of the small clause (SC) can be determined by minimal search),
the same motivation, independent of labeling, should hold for the movement in
(15b) as well. Thus, labeling as the motivation of movement seems to be
redundant, both for A- and A’-movement.

In sum, in Chomsky’s (2013) system, it is not clear exactly how the idea that
movement is motivated by labeling accommodates the copy theory of movement
(problem 1), and the idea also faces a redundancy regarding the motivation of
movement (problem 2).

3 Proposals and consequences

3.1 Proposals

In order to overcome the problems pointed out in the previous section, we
propose that a particular implementation of Spell-Out provides a way to deter-
mine a label of an otherwise unlabeled SO. Since this idea, which we call
labeling through Spell-Out, is originally explored in Goto (2013a), let us start
the discussion by reviewing his proposal. In the derivation of a sentence like
(16a), which involves long-distance wh-movement, there is a point where a copy
of the wh-phrase which book is merged with the SO β, whose label is provided by
the non-interrogative C (notated as C[-Q]) as in (16b/c).

(16) a. I wonder which book Bob thinks John bought.
b. … [α <which book> [β C[-Q] [TP…]]]
c. α

<which book> β

C[-Q]  TP

…
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The label of the resultant SO α remains unlabeled, because there is no feature-
sharing between the wh-phrase and C[-Q].

Goto (2013a) then suggests that the Spell-Out process applying to the TP as
in (17a) changes the SO {C[-Q], TP} ( = β in (16b/c)) into a single head C[-Q] as in
(17b), following Narita (2011, 2014).

(17) a. α

<which book> β

C[-Q] TP

…

α

<which book> C[-Q]

b.

Goto (2013a) points out that the label of the SO α in (17b) can be determined by
minimal search, since α now consists of a head and a phrase.4

Let us now elaborate Goto’s (2013a) idea by working out what exactly
happens from the step in (17a) to (17b). The question is: What does Spell-Out
do? According to Narita (2011, 2012, 2014), Spell-Out applies so as to remove a
constituent from the workspace. For him, this means that what remains in
the workspace after Spell-Out is just a phase-head. Hence, Spell-Out applied to
Y of the SO {X, Y} yields just X. This is not the only possibility explored in
the literature, however. Epstein (2007: fn.6), for instance, argues that an
application of Spell-Out to one constituent of a set of the form {X, Y} yields a
singleton set {X}.

4 In fact, Goto (2013a) considers why many of apparently unlabelable XP-YP structures created
by scrambling in Japanese do not cause a labeling problem and how they overcome it. Then he
shows that the label of such structures can, in fact, be determined by the architecture of the
narrow syntax, together with Chomsky’s (2013: 46) analysis of double objects, Koizumi’s (2000)
approach to multiple scrambling, and Narita’s (2014) analysis of Transfer. Specifically, one of
the conclusions in that paper is that labels are necessary for XP-YP structures at intermediate
positions, but unnecessary for the ones at the edge of root CP. For further discussion of the
labeling theory and related notions like minimal search, Merge, and syntactic visibility, see
Goto (2013b, 2015).
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Applied to the case under discussion, Epstein’s (2007) conception of Spell-
Out changes the SO {C[-Q], TP} (which corresponds to β in (17a)) into {C[-Q]} after
Spell-Out of TP. We may informally represent the result of the Spell-Out process
as in (18), which is significantly different from (17b).

(18) α

<which book> {C[-Q]}

C[-Q]

The point is that the resultant singleton set {C[-Q]} is set-theoretically different
from its unique element C[-Q], which we wish to have, so that labeling by
minimal search may not be applicable. This is so because the elements of the
SO α in (18) are both sets, namely {which, book} and {C[-Q]}, and if a phrase is
defined as a set consisting of lexical items, then it follows that α in (18) still
count as an XP-YP structure.

The question boils down to: How should we treat a singleton set in the
current theory of phrase-structure building? In fact, this problem is more general
and important in the theory of phrase structure employing the simplest formula-
tion of Merge where Merge(X, Y) → {X, Y}. Epstein (2007) correctly points out
that a singleton set of the form {X} does not qualify as a legitimate SO, given the
following definitions of SOs in Chomsky (1995: 243): SOs are (i) lexical items
(LIs) or (ii) of the form {α, β} where both α and β are SOs. Hence, something must
be said if Spell-Out generates a singleton set.

Chomsky (2012), on a different ground, suggests the necessity of “taking a
singleton set to be identical to its member (Chomsky 2012: 66)”.5 In order to
formally implement it, we propose the convention in (19), which states that in
natural language, a singleton set is automatically converted into its single
member.

(19) {X} → X

Let us illustrate how (19) works, by considering the point of derivation in (16b),
repeated as (20a). At the step in (20b), Spell-Out applies to the TP, and as a
result, it is completely removed as in (20c). Since [β C[-Q]] represents a singleton

5 Chomsky (2012: 66) in fact suggests that movement of X from the set {X, Y} renders the lower
copy of X invisible to the labeling algorithm, as a result of which {Y}, and the most prominent
member Y, namely the single element of {Y}, counts as the label of the singleton set.
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set {C[-Q]}, the convention (19) applies, returning its unique element C[-Q]. Then,
we are left with the SO in (20d), whose label can now be determined by minimal
search, as C[-Q], an LI, is a member of the set in question.

(20) a. [α <which book> [β C[-Q] [TP…]]]
b. [α <which book> [β C[-Q] [TP…]]]
c. [α <which book> [β C[-Q]]]
d. [α <which book> C[-Q]]

In this way, we can complete the idea of labeling through Spell-Out.6

Having laid out the details of our proposals, let us consider how the
problems mentioned in Section 2 can be overcome. Recall that the first problem
of Chomsky’s (2013) system has to with the inconsistency with the copy theory of
movement (problem 1). Notice that under our proposals, it is not necessary to
manipulate the intermediate copy of the wh-phrase in the SPEC of non-
interrogative C. Hence, there is no inconsistency with the copy theory of
movement.

Recall that we pointed out that Chomsky’s (2013) idea of labeling through
movement is not compatible with NTC. Then, it is fair to ask whether our
analysis is compatible with it if Spell-Out creates a singleton set {X} from a SO
{X, Y}.7 Given that {X} and {X, Y} are set-theoretically different, it is indeed the
case that Spell-Out somehow manipulates SOs created by Merge. Hence, strictly
speaking, it appears to be incompatible with NTC. It is, however, worth pointing
out here that there is a reason to believe that Spell-Out, or more generally
Transfer, is not subject to NTC, so that no compatibility issue arises. The
essential role of Spell-Out/Transfer is to map SOs to the interfaces. Given that
each interface can interpret only the subset of the information contained in the
SOs, Spell-Out/Transfer must be able to manipulate SOs so as to remove ineli-
gible information on the way to each interface. Put differently, Spell-Out/

6 One of the important differences between Chomsky’s (2013) system and ours is the following:
For Chomsky (2013), a copy left behind by movement is invisible to minimal search, but for
ours, an element removed by Spell-Out is invisible to minimal search. One may then wonder
how our approach derives the nominative object agreement phenomenon found in, for instance,
Icelandic, where agreement apparently takes place beyond the phase-boundary. We suggest
that such cases can well be treated by the notion of successive-cyclic agreement, which has
been advocated by Polinsky et al. (2014) and Béjar and Rezac (2009). We thank Lilian
Haegeman (p.c.) for bringing this issue to our attention.
7 We thank Hisatsugu Kitahara (p.c.) for raising this question.
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Transfer should be able to modify SOs by its nature. Then, it must be exempt
from NTC, otherwise no derivation can converge.8

The second problem is that if labeling is conceived as a potential trigger of
movement, a redundancy arises in certain cases. Representative cases involvemove-
ment of an object wh-phrase to the v*P-edge and subject-raising from predicate-
internal positions (problem 2). Our proposals simplify the grammar because it is not
necessary to assume that movement is sometimes driven by the need of labeling but
sometimes not. Rather, it becomes possible to maintain the idea that there is a
unique driving-force for movement (whatever it turns out to be), so the redundancy
problem disappears. It is worth emphasizing here that the idea of labeling through
Spell-Out does not offer the third way of labeling: In fact, it just broadens the
applicability of labeling by minimal search, by reducing an XP-YP structure to an
H-XP structure via Spell-Out. In this sense, our proposals further simplify the
grammar since labels of SOs can be determined either by minimal search or by
feature-sharing, which have already existed in Chomsky’s (2013) system.

Before exploring some consequences of the proposed theory, let us discuss
one important theoretical issue of the proposed analysis, which has to do with
the theoretical status of the convention (19). Although it looks like a stipulation
at this point, we argue that it can receive justification which is totally indepen-
dent from the issue of labeling, by showing that it provides a novel way of
removing a restriction on Merge.

The restriction in question has to do with the number of the input, or
operand, of Merge. Recall that under the standard definition of Merge (cf. (1a)
and (2a)), Merge takes two SOs and returns a set consisting of them. Suppose
then that there is no restriction on the number of elements that Merge can take
as its input, which is desirable given that Merge is a free, set-forming operation.
That is, it is in principle possible to apply Merge in the ways illustrated in (21b),
which is an instance of a ternary operation, along with the standard binary
application given in (21a). It then follows that even n-ary Merge illustrated in
(21c) is allowed.9

(21) a. Merge(X, Y) → {X, Y}
b. Merge(X, Y, Z) → {X, Y, Z}
c. Merge(X, Y, Z, …) → {X, Y, Z, …}

8 If the convention (19) is taken as a part of the Transfer operation, it also follows that no
violation of NTC arises. Although this possibility is worth exploring, it seems to have different
implications from the ones to be shown in the text. For reasons of space, we do not explore this
possibility any further.
9 Sorida (2014) in fact explores some consequences of n-ary Merge.
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Nonetheless, we can maintain the idea that natural language allows only binary
Merge, which is at least implicitly assumed under the standard definition of
Merge, in the following way: Suppose that a binary application of Merge pre-
empts a ternary one because the former is simpler than the latter; then it follows
that any n-ary Merge is blocked by the presence of (n-1)-ary Merge. The virtue of
this analysis is that it is not necessary to specify the number of the operands in
the definition of Merge. Computational efficiency, which is among the third
factor principles in the sense of Chomsky (2005), dictates how many inputs
Merge can take.

In order to complete this argument, however, there must be a way of
restricting Merge from applying to a unique element so that it returns a singleton
set as in (22).

(22) Merge(X) → {X}

This possibility is also available under the current assumptions that Merge is a
set-forming operation without any restriction on the number of its operands. The
problem is why this unary Merge in (22) does not preempt binary Merge; other-
wise natural language cannot yield a hierarchical structure. Here the convention
(19) plays a crucial role. Since it reduces a singleton set to its unique member,
the result of unary Merge is always nullified. In other words, the convention
makes an application of unary Merge completely vacuous, being excluded by
computational efficiency.10

In this way, we can ensure that Merge is always binary, without restricting
the number of the input elements in its definition. Ternary and higher-order
instances of Merge are too complex, while unary Merge is in fact simpler but not
possible. Hence, we are left with binary Merge because it is the simplest possible
application of Merge.11

To summarize, we argued that Spell-Out provides a novel way of labeling
otherwise unlabeled SOs, offering a solution to remove some problems and
unnecessary complications in Chomsky’s (2013) system of labeling. In Section

10 Adger (2013) develops a framework where Merge can form a singleton set. This instance of
Merge, called Self Merge, is in fact binary in the sense discussed here, however, because Self Merge
takes two operands that happen to be identical to each other (i. e. Merge(X,Y), where X = Y). We
leave it for future work how the convention in (19) and Self Merge interact with each other.
11 The logic behind the argument for binary Merge is reminiscent of the idea of (anti)-locality,
where locality prohibits movement from targeting too far while anti-locality bans too short a
movement (see Bošković 1994; Saito and Murasugi 1999; Abels 2003; Grohmann 2003; Kayne
2005, among others). It is then tempting to unify these two notions, which we should leave for
future research.
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3.2, we discuss some empirical consequences of the proposed idea of labeling
through Spell-Out.

3.2 Consequences

3.2.1 The structure of small clauses

The first consequence has to do with the structure of small clauses. As for their
structure, at least two varieties of analyses have been proposed. The first one,
initiated by Stowell (1981), assumes a structure like (23b) for the relevant part of
(23a), where a predicative element such as good directly takes its subject DP the
student. On the other hand, several researchers including Kitagawa (1985) and
Bowers (1993), among others, have argued that there must be a functional head
H mediating the predicate and its subject as in (23c).

(23) a. John considers [SC the student good]
b. AP

DP A

the student good

c. HP

DP Η’

the student H AP

good

More recently, den Dikken (2006), and Ko (2011) argue that the functional head
H in (23c) serves as a phase-head. Significantly, our proposal provides a novel
theoretical rationale for this idea.

To see this, let us consider the examples in (24), which involve phrasal
predicates.

(24) a. The studenti seems [ti good at math].
b. The studenti seems [ti a genius].

Suppose then that the phrasal predicate good at math in (24a) takes its subject
directly, along the line with the approach in (23b) as in (25a). In this structure,
the label of SO α cannot be determined, since movement of the student does not
help under our proposal and there is no head that triggers Spell-Out. On the
other hand, if we admit the head H in (23c), the relevant part of (24a) is assigned
a structure like (25b).
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(25) a. α

DP AP

the student good at math

b. β

DP γ

the student H AP

good at math

The label of the SO γ raises no problem, since it has an H-XP structure. How
about the label of the SO β? In order to determine its label, it suffices to assume
that H is a phase-head that triggers Spell-Out. As a result of Spell-Out, AP is
removed, hence the SO γ, which has the form of {H, AP} is turned into {H}, which
is then converted to H itself under the proposed mechanism. Hence, minimal
search can determine the label of β.

What is novel here is that our proposal offers the reason why H is a phase-
head. Otherwise Spell-Out is not available so that the label of the SO remains
undetermined. In other words, there must be a phase-head H that triggers Spell-
Out. One may think that postulating H also solves the problem for Chomsky’s
(2013) idea regarding (15), repeated as (26), because it eliminates the difference
between (26a) and (26b), namely the distinction between lexical and phrasal
predicates.

(26) a. The studenti seems [SC ti good]
b. The studenti seems [SC ti good at math]

For Chomsky (2013), however, movement offers a way of determining the label of
the SC in (26), no matter whether H is present or not. In this sense, the necessity
of the phase-head H in small clauses is not justified. On the other hand, our
proposal provides a theoretical rationale for why we need H and also why it
must be a phase.

3.2.2 There-constructions

The consequence regarding small clauses provides a further consequence for
there-constructions. Let us consider the pair of examples in (27), where (27b)
instantiates a typical example of there-constructions.

(27) a. A studenti is [ti in the room].
b. There is [a student in the room].
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One of the properties that we focus on here is the fact that the thematic subject
such as a student seems to stay in the predicate-internal position in there-
constructions.

If the bracketed part of (27b) has a structure like (28), the problem is clear:
The label of the SO of the form {DP, PP} cannot be determined. Under Chomsky’s
(2013) system, it is the movement of the DP that can resolve the labeling problem
in question.

(28)

DP PP

a student in the room

Suppose then that the associate of the expletive there in fact undergoes short
movement as in (29) (see Lasnik 1995). Given Chomsky’s (2013) framework, the
labeling problem for β and γ can be resolved: For β, minimal search can dictate
X as its label, and for γ the invisibility of lower copies enables to γ to inherit the
label of the SO we are calling PP.

(29) TP

there T α

DP β

a student X γ

<DP> PP

in the room

In order to determine the label of α, there must be feature-sharing between the
DP a student and β, whose label is X. Given that the DP agrees with T, however,
such a feature-sharing is doubtful. Hence, the labeling problem in there-
constructions with in-situ subjects remains.

On the other hand, once we admit small clauses are equipped with a phase-
head, in-situ subjects are no longer problematic. The relevant part of (27b) has a
structure like (30), where H serves as a phase-head that also mediates the
predication-relation between the subject a student and the PP in the room.
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(30) α

DP β

a student H PP

in the room

Spell-Out triggered by H in (30) allows the otherwise unlabeled SO α to get
labeled. If the expletive there is introduced into the structure in a later step, the
subject remains in-situ; otherwise it raises to the SPEC of T. What is crucial is
that no labeling problem arises in either case.12

In this way, the proposed analysis featuring labeling through Spell-Out can
accommodate a potentially problematic configuration for Chomsky’s (2013),
offering a novel theoretical rationale for the necessity of postulating a phase-
head in small clauses.13

12 The discussion in the text has another implication for the contrast in (i), which Chomsky
(2013: 44–45) attributes to the issue of labeling.

(i) a. They thought JFK was assassinated in which Texas city?
b. *They thought [α in which Texas city [C [JFK was assassinated]]]?

In (ia), the wh-phrase in which Texas city remains in-situ, but it is grammatical in a particular
context such as a quiz show. The ungrammaticality of (ib), where the wh-phrase remains in the
intermediate landing site is captured as an instance of the labeling problem: The label of α in
(ib) fails to be determined because there is no feature-sharing between the wh-phrase and the
intermediate CP, which must be non-interrogative to be selected by verbs like thought.

Under the idea of labeling through Spell-Out, however, the label of α can be determined. This
is because the complement of C ( = the SO [JFK was assassinated]) undergoes Spell-Out,
changing α to the form {[in which Texas city], C}. Then, minimal search detects C as its label.
Nonetheless, there are various ways for our proposal to capture the ungrammaticality of (ib).
One possibility is to assume that in-situ wh-phrases in a quiz show context are licensed by
unselective binding (Reinhart 1998). If so, (ib) can be excluded in terms of economy, because
nothing requires its movement to the intermediate position.
13 The conclusion that no labeling problem arises when subjects remain in the predicate-
internal position can be generalized beyond there-constructions. To be more specific, although
for Chomsky (2013) subjects cannot remain in-situ (unless feature-sharing between the subject
and v*), our theory allows in-situ subjects as a possible point of linguistic variation, which is
indeed attested.
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4 Summary and further prospectus

In this paper, we have argued that Spell-Out can provide a novel way of labeling
under the assumptions that (i) Spell-Out yields a singleton set {X} from a set of
the form {X, Y}, and (ii) natural language is equipped with a mechanism that
regards a singleton set {X} as its unique element X. We have also shown that this
proposal removes some unnecessary complications from Chomsky (2013), giving
several novel answers to classical questions concerning the binarity of phrase
structures and the structures of small clauses and there-constructions.

The goal of the present study is to reduce the three ways of labeling in
Chomsky (2013) to two by dropping labeling through movement. Labeling
through Spell-Out is nothing but a new way of exploiting labeling by minimal
search for XP-YP structures by changing them to H-XP structures via Spell-Out.
In this way, our proposal significantly simplifies the grammar.

There are however some remaining issues. As far as we can tell, there are
four cases where labeling through movement seems to play a role; successive-
cyclic A’-movement, small clauses, predicate-internal subjects, and ECM con-
structions. Among these constructions, ECM constructions (and more generally
raising constructions) resists a straightforward treatment under the idea of
labeling through Spell-Out, hence they constitute one of the main empirical
issues. Let us consider the example in (31a), which is a typical example of the
ECM construction. In (31b), the final landing site of the accusative subject (α in
(31b) or some higher position) causes no labeling problem as there must be a
feature-sharing for the sake of accusative-Case licensing. What is problematic is
the label of the SO β.

(31) a. John believes the student to be smart.
b. α

DP VP

the student VECM β

<DP> TP

Tinf …

Since the infinitival T is not a phase-head under the standard assumption, there
is no possibility of Spell-Out that changes the SO β, namely {<DP>, TP} into an
H-XP structure. Then, there are at least two possible ways to explore: The first
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one is that there is indeed no successive-cyclic A-movement, as discussed by
Epstein and Seely (2006), among others. The second way is to follow Bošković
(2014, in press) and Wurmbrand (2013), who argue that a raising infinitive
indeed constitutes a phase (as the highest clausal projection). Adopting either
possibility would allow us to accommodate ECM constructions in our framework.

Acknowledgement: We are very grateful to Jun Abe, Michael Barrie, Lilian
Haegeman, Richard Kayne, Hisa Kitahara, W.-W. Roger Liao, Hiroki Narita,
Mamoru Saito, Yosuke Sato, Koji Shimamura, Masanobu Sorida, W.-T. Dylan
Tsai, and anonymous reviewers for valuable comments, questions and sugges-
tions. We also thank the participants of Keio Linguistics Colloquium, held at
Keio University in January 2014, and GLOW in Asia X, held at National Tsing
Hua University in May 2014, where earlier versions of this paper were presented.
Special thanks go to Željko Bošković for encouraging us to submit our paper to
this volume, as well as his comments on earlier versions of this paper. All
remaining errors are of course ours.

References

Abels, Klaus. 2003. Successive cyclicity, anti-locality, and adposition stranding. Storrs, CT:
University of Connecticut dissertation.

Adger, David. 2013. A syntax of substance. Cambridge, MA: MIT Press.
Béjar, Susana & Milan Rezac. 2009. Cyclic agree. Linguistic Inquiry 40. 35–73.
Bobaljik, Jonathan D. 2008. Where’s phi? Agreement as a postsyntactic operation. In Daniel

Harbour, David Adger & Susana Béjar (eds.), Phi theory: Phi-features across modules and
interfaces, 295–328. Oxford: Oxford University Press.

Borer, Hagit. 2005a. In name only. Structuring sense, volume I. Oxford: Oxford University Press.
Borer, Hagit. 2005b. The normal course of events. Structuring sense, Volume II. Oxford: Oxford

University Press.
Borer, Hagit. 2013. Taking form. Structuring sense, volume III. Oxford: Oxford University Press.
Bošković, Željko. 1994. D-Structure, θ-Criterion, and movement into θ-positions. Linguistic

Analysis 24. 247–286.
Bošković, Željko. 2007. On the locality and motivation of move and agree: An even more

minimal theory. Linguistic Inquiry 38. 589–644.
Bošković, Željko. 2008. On successive cyclic movement and the freezing effect of feature checking.

In Jutta M. Hartmann, Veroniak Hegedüs & Henk van Riemsdijk (eds.), Sounds of silence:
Empty elements in syntax and phonology, 195–233. Amsterdam: Elsevier North Holland.

Bošković, Željko. 2014. Now I’m a phase, now I’m not a phase: On the variability of phases with
extraction and ellipsis. Linguistic Inquiry 45. 27–89.

Bošković, Željko. in press. From the Complex NP Constraint to everything: On deep extractions
across categories. To appear in Linguistic Review.

Bowers, John. 1993. The syntax of predication. Linguistic Inquiry 24. 591–656.

196 Kensuke Takita et al.



Chomsky, Noam. 1957. Syntactic structures. The Hague: Mouton.
Chomsky, Noam. 1993. A minimalist program for linguistic theory. In Kenneth Hale &

Samuel J. Keyser (eds.), The view from Building 20, 1–52. Cambridge, MA: MIT Press.
Chomsky, Noam. 1994. Bare phrase structure. MIT Occasional Papers in Linguistics 5.

Cambridge, MA: MITWPL, Department of Linguistics and Philosophy, MIT. [Published 1995
in Gert Webelhuth (ed.), Government and Binding Theory and the Minimalist Program.
Oxford: Blackwell]

Chomsky, Noam. 1995. The minimalist program. Cambridge, MA: MIT Press.
Chomsky, Noam. 2005. Three factors in language design. Linguistic Inquiry 36. 1–22.
Chomsky, Noam. 2007. Approaching UG from below. In Uli Sauerland & Hans-Martin Gärtner

(eds.), Interface + Recursion = Language?, 1–29. Berlin: Mouton de Gruyter.
Chomsky, Noam. 2008. On phases. In Robert Freidin, Carlos P. Otero & Maria Luisa Zubizarreta

(eds.), Foundational issues in linguistic theory: Essays in honor of Jean-Roger Vergnaud,
133–166. Cambridge, MA: MIT Press.

Chomsky, Noam. 2012. Poverty of the stimulus: Willingness to be puzzled. In Massimo
Piattelli-Palmarini & Robert Berwick (eds.), Rich languages from poor inputs, 61–67.
Oxford: Oxford University Press.

Chomsky, Noam. 2013. Problems of projection. Lingua 130. 33–49.
Chomsky, Noam. 2015a. The minimalist program (20th anniversary edition). Cambridge,

MA: MIT Press.
Chomsky, Noam. 2015b. Problems of projection: Extensions. In Elisa Di Domenico, Cornelia

Hamann, Simona Matteini (eds.), Structures, strategies and beyond – studies in honour of
Adriana Belletti, 3–16. Amsterdam & Philadelphia: John Benjamins.

Collins, Chris. 2002. Eliminating labels. In Samuel D. Epstein & T. Daniel Seely (eds.),
Derivation and explanation in the minimalist program, 42–64. Oxford: Blackwell.

den Dikken, Marcel. 2006. Relators and linkers. Cambridge, MA: MIT Press.
Embick, David & Alec Marantz. 2008. Architecture and blocking. Linguistic Inquiry

39. 1–53.
Epstein, Samuel D. 2007. On i(nternalist) functional explanation in minimalism. Linguistic

Analysis 33. 20–53.
Epstein, Samuel D. & Daniel Seely. 2006. Derivation in minimalism. Cambridge: Cambridge

University Press.
Epstein, Samuel D., Hisatsugu Kitahara & Daniel Seely. 2014. Labeling by minimal search:

Implications for successive cyclic A-movement and the conception of the postulate
“phase.” Linguistic Inquiry 45. 463–481.

Goto, Nobu. 2013a. Labeling and scrambling in Japanese. Tohoku: Essays and studies in English
language and literature 46. 39–73.

Goto, Nobu. 2013b. Toward unconstrained Merge. Proceedings of the 15th Seoul International
Conference on Generative Grammar (SICOGG 15). 91–110.

Goto, Nobu. 2015. Restricting n to two: When Merge requires search. Unpublished ms., Toyo
University.

Grohmann, Kleanthes K. 2013. Prolific domains: On the anti-locality of movement dependencies.
Amsterdam: John Benjamins.

Hornstein, Norbert, Jairo Nunes & Kleanthes K. Grohmann. 2005. Understanding minimalism.
Cambridge: Cambridge University Press.

Holmberg, Anders & Thorbjörg Hróarsdóttir. 2003. Agreement and movement in Icelandic
raising constructions. Lingua 113. 997–1019.

Labeling through Spell-Out 197



Jónsson, Jóhannes. G. 1996. Clausal architecture and Case in Icelandic. Amherst, MA: University
of Massachusetts dissertation.

Kayne, Richard S. 2005. Some notes on comparative syntax, with special reference to
English and French. In Guglielmo Cinque & Richard Kayne (eds.), The Oxford handbook of
comparative syntax, 3–69. Oxford: Oxford University Press.

Kitagawa, Yoshihisa. 1985. Small but Clausal. CLS 21. 210–220.
Ko, Heejeong. 2011. Predication and edge effects. Natural Language & Linguistic Theory

29. 725–778.
Koizumi, Masatoshi. 2000. String-vacuous overt verb movement. Journal of East Asian

Linguistics 9. 227–285.
Nakamura, Taichi. 2012. A short note on multiple Spell-Out. Ms., Tohoku University.
Lasnik, Howard. 1995. Case and expletives revisited: On Greed and other human failings.

Linguistic Inquiry 26. 615–633.
Lasnik, Howard. 1999. Chains of arguments. In Samuel D. Epstein & Nobert Hornstein (eds.),

Working minimalism, 189–215. Cambridge, MA: MIT Press.
Marantz, Alec. 1997. No escape from syntax: Don’t try morphological analysis in the privacy of

your own lexicon. University of Pennsylvania Working Papers in Linguistics 4(2). 201–225.
Narita, Hiroki. 2011. Phasing in full interpretation. Cambridge, MA: Harvard University

dissertation.
Narita, Hiroki. 2012. Phase cycles in service of projection-free syntax. In Ángel J. Gallego (ed.),

Phases: Developing the framework, 125–172. Berlin: Mouton de Gruyter.
Narita, Hiroki. 2014. Endocentric structuring of projection-free syntax: Phasing in full interpre-

tation. Amsterdam: John Benjamins.
Pesetsky, David & Ester Torrego. 2001. T-to-C movement: Causes and consequences. In Michael

Kenstowicz (ed.), Ken Hale: A life in language, 335–426. Cambridge, MA: MIT Press.
Pesetsky, David & Ester Torrego. 2007. The syntax of valuation and the interpretability of

features. In Simin Karimi, Vida Samiian & Wendy K. Wilkins (eds.), Phrasal and clausal
architecture: Syntactic derivation and interpretation, 262–294. Amsterdam: John
Benjamins.

Polinsky, Maria, Nina Radkevich & Marina Chumakina. 2014. Agreement between arguments?
Not really. Ms., Harvard University, University of York & University of Surrey.

Reinhart, Tanya. 1998. Wh-in-situ in the framework of the minimalist program. Natural
Language Semantics 6. 29–56.

Rizzi, Luigi. 1997. The fine structure of the left periphery. In Lilian Haegeman (ed.), Elements of
grammar: Handbook of generative syntax, 281–337. Dordrecht: Kluwer.

Saito, Mamoru, & Keiko Murasugi. 1999. Subject predication within IP and DP. In Kyle Johnson
& Ian Roberts (eds.), Beyond principles and parameters: Essays in memory of Osvaldo
Jaeggli, 167–188. Dordrecht: Kluwer.

Sakai, K. L. 2005. Language acquisition and brain development. Science 310(5479). 815–819.
Seely, T. Daniel. 2006. Merge, derivational c-command, and subcategorization in a label-free

syntax. In Cedric Boeckx (ed.), Minimalist essays, 182–217. Amsterdam: John Benjamins.
Sorida, Masanobu. 2014. Multiple-branching structures in syntax. Proceedings of the 16th Seoul

International Conference on Generative Grammar (SICOGG 16). 411–419.
Stowell, Tim. 1981. Origins of phrase structure. Cambridge, MA: MIT dissertation.
Wurmbrand, Susi. 2013. QR and selection: Covert evidence for phasehood. NELS 42. 277–290.

198 Kensuke Takita et al.



Copyright of Linguistic Review is the property of De Gruyter and its content may not be
copied or emailed to multiple sites or posted to a listserv without the copyright holder's
express written permission. However, users may print, download, or email articles for
individual use.


