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1. Introduction 

Generative grammar has offered two answers to the question of why ‘islands’ exist. The most well developed proposal is the Subjacency/Barriers/Phases account, all of which implement the idea that in a well designed system computations should apply within limited ‘windows’; island effects result when rules transgress the limits such windows allow (Chomsky 1973, 1977). Islands, then, are byproducts of principles that guarantee the computational efficiency of grammatical operations (Weinberg 1988). An alternative, far less well developed, approach traces the etiology of islands to conditions on the output(s) of the computational system.  The roots of this approach lie in Ross’s (1967) idea that islands are the byproducts of illicit deletion operations (aka ‘chopping rules’) which deform an otherwise acceptable structure.  Whereas the first approach views islands as reflecting limits on rule application, the second concentrates on the products of these computations. One implementation of this second conception piggy-backs on an MP innovation: It treats island effects as by-products of (some version of) Kayne’s (1994) Linear Correspondence Axiom (LCA), a linearization operation that maps 2-dimensional phrase markers into 1-dimensional strings for purposes of phonetic interpretation (Uriagereka 1999).
  In what follows we explore this second approach.

The paper is divided as follows. In section 2 we pose various questions that arise when attempting to rationalize islands. We begin to address some of these questions in section 3, where the basic LCA line is presented. In sections 4 and 5 we explore a variety of consequences that this approach has for conditions of island repair, when ellipsis is involved and when resumption is instead, respectively. In section 6, finally, we extend the same dynamic logic to the LF component, which leads us to asking whether recalcitrant islands can be accounted for this way. A few conclusions ensue in section 7. 

2. Questions about Islands

Chomsky (1977:73) outlines the now standard approach to island effects. They arise when movement rules involve elements too far from one another, in particular when the relata are too dispersed to be included in the same computational window: 

(1) A cyclic rule cannot move a phrase from position Y to position X (or conversely) in (a), where ( and ( are cyclic nodes (NP and S).

      (a) ...X...[( ...[( ...Y...]...]...

Given (1) some obvious questions remain, e.g. why are NP and S (as opposed to some other category) the cyclic nodes.
 In addition, examples like (2b) have always posed an empirical difficulty for this sort of approach, as they obviously meet the structural description in (2a), and yet the appropriate cyclic rule can in this instance take place:

(2) a. ...X...[( ...[( ...Y...]...]...

     b. Whoi (X) have [( you seen [( pictures of ti (Y) ]]?

There exists another approach to islands. They emerge at points in which the computational system undergoes a ‘dynamic change’. An example is the conversion of hierarchical phrase markers into linearized strings via the rule of Spell-Out (SO). If phrase markers are sets as in Bare Phrase Structure (Chomsky 1995), then linearization converts these sets into sequences. On the assumption that context-sensitive operations can only be characterized across phrasal contexts (i.e. transformational rules are ‘structure dependent’), spelled-out structure becomes ineligible for further transformational manipulation, i.e. they become islands.

This conception raises its own questions, e.g. what determines the points of SO.  Chomsky (2000) suggests that SO is a reflex of the bare output conditions of the C(onceptual) I(ntentional)-interface; roughly, that it applies to send ‘propositions’ off for interpretation. Although this approach is not incompatible with the one we advocate below, it is not without difficulties. For instance, if this alone determines SO, then the wrong objects get sent to the interfaces: CP and vP are (arguably) propositions, but strictly it is TP and VP that get spelled out.
 In addition, if phases are merely propositional, then neither DP nor PP can be phases (as they are clearly not propositional) and thus SO at phases will not serve to derive many islands.
 That said:

I) What conception of SO is required to obtain (some) islands as side-effects?  We address this matter in section 3.

In Chomsky 1973, islands restrict movement but not construal operations; in Ross 1967 islands apply to ‘chopping’ rules, not movement.  Both agree that rules that create gaps are intimately related to islands. The question is:

II) Why do islands affect some operations but not others –e.g. binding? An LCA based approach suggests that this is because rules that leave gaps (i.e. movement rules) affect linearization.  If binding and similar LF operations do not affect linearization, they should be immune to islands, a matter we discuss further in section 4. 

Recent work on ellipsis (Lasnik 2001, Merchant 2001) provides evidence that deletion can somehow ‘cancel’ islands. So:

III) Why do some operations obviate island effects? This makes sense for a deletion-approach to ellipsis if (the relevant) islands arise from linearization demands, assuming those emerge when the Articulatory-Phonetic interface must ‘compress’ hierarchically organized phrases into linear sequences, as discussed in section 5. 

Merchant 2001 has suggested that some islands are creatures of PF, while others arise at LF.  In contrast Lasnik 2001 and Fox and Lasnik 2003 find no compelling reason to distinguish islands in this way. Finally, Hornstein and Uriagereka (2002a, 2002b) provide an account for (unrelated) islands that emerge only at LF. Thus a final question:
IV) Are all islands created equal? This issue is still very much alive, as discussed in sections 6. 

In our view, the problem with islands is not that we do not know a lot about them.  Rather, we do not understand why the properties we know of should obtain. This note is written in the spirit of addressing (relevant aspects of) the latter question(s).
3. A Multiple Spell Out Model (MSO) for Islands

Uriagereka (1999) proposes a dynamic model of derivations by way of the multiple application of Spell-out (SO), relating it to linearization in the sense of Kayne (1994). The intuition behind the MSO program is that certain bits of structure are removed from the syntactic computation via SO before the derivation terminates. Spelled-out structure is inaccessible to context-sensitive operations. This poses two questions: (i) How to characterize the spelled out chunks? (ii) What observables do these chunks correspond to? 


Consider (i).  Uriagereka (1999) proposes that MSO can rationalize Kayne’s (1994) LCA algorithm as follows: The standard versions of the LCA (e.g. (3)) is conceptually problematic. It consists of two parts: a first rule that linearizes terminals that c-command one another (3a) and second one that linearizes terminals that are not related by c-command (3b) (and see fn. 5 for specific difficulties in the latter instance).

(3) Linear Correspondence Axiom (LCA): 

     a. If A c-commands B then A precedes B.

     b. If C dominates A, and C precedes B, then A precedes B.

Step (3a) follows from conceptual simplicity: C-command (if understood as the history of Merge as in Epstein 1999) is an emergent property of derivations. Economy recommends this relation for linearization as alternatives require more cumbersome mappings. Application of (3a) gives rise to derivational cascades or ‘command units’ in which the terminals are in a c-command relation. (3b) is a less natural rule but has empirical motivation.
 Without (3b) terminals that do not all line up in c-command configurations (e.g. complex subjects) cannot be linearized. Uriagereka (1999) proposes eliminating (3b) in favor of MSO as follows: For any A that does not c-command B SO ‘flattens’ the structure C that contains A and c-commands B, destroying internal phrasal boundaries. This essentially turns C into a terminal and allows it to linearize via (3a).  A by-product of the process is that C’s component parts (including A) are no longer syntactic constituents: they now reduce to a collection of terms (see fn. 20). 


This version of MSO pre-dates the one in which SO is stipulated to occur at phases (Chomsky 2000). Although these views are compatible, they predict different spell-out units. On the MSO conception, the optimal spelled-out chunks are the maximal units where terminals c-command one another. SO applies when necessary for linearization. Derivational economy prevents it from applying otherwise. No analogous derivational economy characterization is proposed for phases. Rather the relevant points of spell-out are (arguably) conceptually and empirically driven. Furthermore, whereas in Chomsky’s system, on-line SO is taken to be a consequence of implementing procedures to avoid computational complexity, here SO applies because otherwise convergence at the PF interface would fail. Thus, for the MSO approach, computational advantage follows from, but is not the underlying cause of, partial spell-out.   


The MSO perspective also suggests answers to (ii) above, with varying empirical consequences. Among them: it is possible to deduce Huang’s (1982) CED islands barring extraction from non-complements. Elements outside a given command unit (e.g. complex subjects) will spell-out separately to satisfy linearization requirements, thus becoming islands for transformational manipulations that are context-sensitive. Some of Ross’s original constraints fit naturally with this reasoning, e.g. the Sentential Subject Condition and Chomsky’s (1973) Subject Condition. Whether this line of reasoning extends to adjunct islands as well (not studied by Ross) depends on how it is that adjuncts linearize,
 and how they attach to the rest of the phrase-marker.
 If adjuncts too must spell-out independently of the main clause skeleton, their islandhood follows. If so, we could extend the idea further still: It is likely that the Complex NP Constraint could also be derived, particularly if Stowell (1981) is correct in assuming that dependents of nominals do not involve complementation.
 In sum, simplifying (3) to its bare bones suggests a natural theory, in which apparently disparate configurations are unified as islands. 


Though this reasoning has interesting properties, it comes with some difficulties. The first one is systematically examined by Stepanov (2001): crosslinguistically, not all subjects constitute islands. The issue is whether the logic of the proposal has any way out of this empirical difficulty, since by the reasoning in the previous paragraph our prediction is very clear. Immediately below we explore one interesting route that subjects actually have to by-pass their obligatory spell-out as specifiers, in a reduced set of conditions.  

Another approach to the difficulty just mentioned involves considering data as in (4a) (from Kuno 1973, his judgment) or as in (4b): 
(4) a. ?? Which tree did John see [[the leaves of t] turn color]?

      b.
?? How many men were there [[pictures of t] decorating the wall]?
Examples of this sort involve extraction from what is now widely regarded as a small clause subject. Kuno claims that all such examples are, in fact, degraded. Sabel (2002) concurs, judging them directly ungrammatical. In contrast Kayne (1984) finds some such examples acceptable. Ideas originally presented in Moro (2000) suggest that, at some derivational level at least, the two terms of a small clause stand in a symmetrical relation. If this is the case, an LCA-approach is not straightforward for these simple objects, to begin with. This of course means that the grammar will need linearization procedures of a different kind to sort out the relevant linear dependencies. It will also mean that, until we decide on precisely how the linearization procedure works, and whether it involves something akin to the MSO procedure, we simply cannot analyze the sub-extractability of the small-clause subject in our terms (or for that matter the corresponding predicate). The great variability in judgments suggests that it might not be a straightforward process.

Stepanov shows that a class of counterexamples comes from languages like Japanese or Korean, where subject-subextraction (involving topicalization) is widely recognized. One possible approach to such counterexamples, building on Stepanov’s own account, stems from the idea that when such sub-extractions take place they involve VP-internal subject positions. Moreover, adapting proposals by Koizumi 1995 and Lasnik 2003, it is reasonable to suppose that the association of subjects internal to the VP is ultimately small-clausal (see Déchaine, Hoekstra & Rooryck 1995 for the source of this idea). That said the logic in the preceding paragraph extends to such instances, the matter then being left undecided –at least our theory won’t make the wrong prediction. Hopefully future research will tell us how linearization proceeds for symmetrical items.
 

A different sort of problem involves Tucking-in operations.  Uriagereka (1999) adopts Epstein’s (1999) deduction of c-command from Merge. Thus it cannot accommodate the process of Tucking-in explored in Richards (1997, 1999, 2001), whereby elements merge in positions c-commanded by previously merged material. To allow Tucking-in requires loosening the relation between c-command and Merge. Importantly, both Epstein and Richards agree that a category X that does not c-command a category Y has at some point merged in a derivational workspace different from the one occupied by Y. Observe this in detail, as follows:

(5) a. The man saw a woman.              






b.
    {saw, {saw, {a, {a, woman}}}}

     c. {the, {the, man}}

                                                                 saw                     {a, {a, woman}}

       the                    man

                                                                                            a                       woman

    d.              {saw, {{the, {the, man}}, {saw, {saw, {a, {a, woman}}}}}}


         {the, {the, man}}                       {saw, {saw, {a, {a, woman}}}}

There simply is no way to merge the man directly to saw a woman; we must assemble the former in a separate derivational work-space (4c), and then assemble the results to structure still active in (4b), as in (4d). Thus, each derivational workspace defines a natural c-command domain, and every time a derivational workspace is abandoned (e.g. (4c)), its terminals must be linearized if there is to be a PF. Tucking-in allows specifiers to merge within the c-command domain of earlier merged specifiers. These late merged elements can be linearized in LCA terms, and they too can be separately spelled-out (predicting their islandhood) if (3a) holds as a condition on terminals within a workspace, instead of a condition tracking derivational histories.

 
Thinking of (3a) in terms of a derivational workspace condition also has consequences for a sub-class of sub-extractions from subject that do not obviously reduce to small-clause dependents. Some languages, e.g. Spanish, allow sub-extractions from post-verbal subjects (data from Uriagereka (1988); see fn. 11): 

(6)  Estos son los conferenciantes de los que  me      parece que...

         these  are the speakers          of  the that to-me  seems  that

     ‘These are the speakers who it seems to me that…

        a. ... te   van a  impresionar las propuestas t     


       you go  to impress      the proposals


   ... the proposals by will impress me.’

 
b. ...?*las propuestas t te    van a  impresionar?


        the proposals     you go  to impress

             ... the proposals by will impress me?’

Observe how the sub-extraction from the preverbal subject (6b) is out, as expected, in contrast with sub-extraction from the postverbal subject in (6a). Significantly, this class of examples involves sub-extraction from post-verbal subjects only. As Zubizarreta 1998 has argued, post-verbal subjects in Spanish are typically focused.

Uriagereka 2005 assumes (i) that  focused elements have a neo-Davidsonian semantics in which the focus is the nuclear scope and the non-focused material is in the restriction (Herburger  2000), (ii) that the syntax for this is (6), as in Basque and Hungarian and (iii) that focalization involves overt displacement to the clause periphery:
(7)               FP

       /   \ 

         matrix    F’

         (focus)  /   \

                    F  restriction

To obtain a focused post-verbal subject in Spanish requires remnant movement: 

(8) a.           FP                                  b.            FP

       /   \                                                /   \

         [DP …  ]  F’                                  [IP …  ]    F’

                       /  \                                                 /  \

                    F  [IP … tDP  …]                    [DP …  ]   F’

                                                                               /   \

                                                                             F     tIP

Interestingly, neither F nor the remnant trace have a PF. This is significant: it entails that no linearization decision has to be reached with respect to F or that trace vis-à-vis the DP in the first F’ specifier. The computational system can then interpret this DP specifier as part of the main clausal ‘skeleton’, thereby spelling it out as part of the higher command unit, thus not on its own. As it were, the phonetically unrealized lowest elements are ‘extra-metrical’ for the purposes of linearization, lacking PF properties. Once that is the case, nothing prevents extraction from the focal subject.

4. Islands and Repair-by-Deletion

Ross (1969) was the first to observe island repair under Sluicing as in (9):

(9) That he’ll hire someone is possible, but I won’t divulge who (*that he’ll hire is

      possible) [Sentential Subject Constraint] 

To account for such phenomena, Chomsky (1972) suggests that diacritic ‘*’ is assigned to an island when it is crossed by a movement operation; an output condition forbidding ‘*’ in overt structures accounts for the deviance of island violations. But if a later operation (Sluicing in this case) deletes a category containing the *-marked item, the derivation is salvaged. Merchant (2001) and Lasnik (2001) develop this kind of analysis, whereby islands constrain movement by creating what are ultimately ‘surface’ defective structures –specifically PF defective– in terms of recent transformational theorizing. 


Our MSO approach, outlined above, provides a reasonable understanding of the ‘*’ diacritic and its elimination. In fact, a structure as in (9) is unlinearizable. We actually must produce an unlinarizable object in order for the computational system to reach into the boldfaced sentential subject, to extract who. If (9) were attempting to surface as it is, with the unlinearized subject, it obviously couldn’t make it into PF. However, PF deletion rescues the example: It turns off the parallel PF material that includes the offending unlinearized chunk, thus allowing its representation to make it to LF:

(10) That he’ll hire someone is possible, but I won’t divulge who (*that he’ll hire t is 

        possible)


At the point where a spec or adjunct is merged, there is a choice of whether to linearize it or not.  If it is linearized, nothing can be extracted.  If it isn’t, extraction is possible.  For reasons of cylicity, there is no later opportunity to linearize.  Hence linearization will ultimately fail, unless all the problematic material is gone.


The account just sketched crucially relies on a traditional and well motivated movement-and-deletion analysis of Sluicing.
 Merchant observes that in overtly Case inflected languages (such as German), the Case of the remnant is just what the Case of the fronted WH expression would have been in the non-elliptical form, and this is true even in the island violation configurations:

(11)  a. Er will    jemandem        schmeicheln, aber sie   wissen nicht 

           he wants someone.DAT flatter             but  they know   not

          *wer       /    *wen        /   wem

            who.NOM   who.ACC   who.DAT     

           ‘He wants to flatter someone, but they don’t know who.’

        b. Sie will    jemanden finden, der   einem  der Gefangenen geholfen hat,


she wants someone  find      who one.DAT of the prisoners  helped    has


aber ich weiss nicht  *welcher    /   *welchen     /   welchem


but   I    know  not     which.NOM   which.ACC   which.DAT


‘She wants to find someone who helped one of the prisoners, but I don’t

know which.’   

This argues for a movement analysis of the Wh-phrase undergoing sluicing. In addition, Merchant notes that, in languages that allow P-stranding (such as English), the residue of Sluicing can be the bare object of a preposition; in languages that don’t (such as Greek), it can’t. This is true even in island violation configurations. Thus compare:  

(12)
a. Peter was talking with someone, but I don’t know who
            b. Peter’s mom will get angry if he talks with someone from his class, but I don’t

                remember who

(13)
a. I    Anna milise  me   kapjon,   alla dhe ksero  *(me) pjon


    the Anna spoke  with someone but  not I.know  with who


   ‘Anna spoke with someone but I don’t know who’


b. I  mitera tou Giannis  tha   thimosi    an milisi     me  kapjon


    the mom of   Giannis FUT get.angry if  he.talks with someone


    apo   tin taksi tou, alla dhe thimame  *(me) pjon


    from the class his  but  not I.remember with who

    ‘Giannis’s mom will get angry if he talks with someone from his class, but I

    don’t remember who.’

Merchant reasons that these correlations are straightforward under a movement-and-deletion analysis, but obscure on a more abstract ‘LF-copying’ alternative (as in fn. 12).


On the face if it, VP ellipsis raises a serious difficulty for this kind of account. As Merchant observes, any deletion operation eliminating an island ought to have the remediating effect, yet VP deletion seems not to (compare the sluicing analogue of (14a) in (14b)):

(14)
a. *They want to hire someone who speaks a Balkan language, but I don’t know


      which (Balkan language) they do [VP want to hire someone who speaks t]

b. They want to hire someone who speaks a Balkan language, but I don’t know

      which (Balkan language) [IP they want to hire someone who speaks t]

Even more mysteriously, Lasnik (2001) shows that VP deletion fails to ‘repair’ an island violation even when there is no island violation!

(15)  *They said they heard about a Balkan language, but I don’t know which Balkan language they did [say they heard about] 

Fox and Lasnik suggest a resolution of this paradoxical situation adapting a central idea from Chomsky (1986): All XPs are barriers. What is happening in (14a) and (15) is that, for reasons of ‘parallelism’,
 the Wh-movement must have been in ‘one fell swoop’. Then, even after deletion crossed barriers remain (whatever XPs are between CP and VP). In (14b), on the other hand, all crossed barriers are eliminated. (16) repeats all relevant examples with ‘*’ diacritics on undeleted barriers to clarify the reasoning:

(16)
a. *They want to hire someone who speaks a Balkan language, but I don’t know


      which [*TP they do [VP want to hire someone who speaks t]]

b. They want to hire someone who speaks a Balkan language, but I don’t know

      which (Balkan language) [IP they want to hire someone who speaks t]

            c. *They said they heard about a Balkan language, but I don’t know which Balkan  

      language [*TP they did [say they heard about]]

It remains to be seen whether a principled PF-based analysis can be given of the diacritics in (16) –a presupposition of the overall reasoning. Certainly our simple MSO based suggestion in (9)/(10) won’t directly carry through here, as there is no reason why relevant material in this instance (specifically in (16c)) would not be linearizable. Further examination of phenomena along these lines is crucial to answering our questions III and IV: Exactly what categories constitute islands, and why. An obviously related issue is whether any other deletion operations obviate island effects –and if so why not.

5. Superiority, Islands and Resumption

Ross 1967 allows movement to take place from islands so long as it does not result in phonetic gaps. Recent evidence in favor of this view has emerged from the consideration of parasitic gap constructions in resumptive pronoun languages.

Aoun and Li 2003 show how Lebanese Arabic (LA) has a rich, productive system of resumptive pronouns (RP). RPs in LA can licitly occur in places where traces are also permitted (e.g. embedded sentential complements) as well as within islands where traces lead to standard island violations. The classical explanation for this difference in acceptability between traces and RPs within islands is that the former are residues of movement, hence are subject to whatever restrictions limit movement (e.g. island restrictions); in contrast RPs are licensed via binding instead, and so they can finesse the locality restrictions island conditions impose. For example an example like the English (17a) is customarily taken to be radically different from (17b):

(17) a. * Who are you pleased [because Mary met t]?

        b. ? Who are you pleased [because Mary met him]?

Aoun and Li, however, provide reason for thinking that movement also obtains in the latter cases.  The evidence comes from multiple interrogatives, which typically display superiority effects.  This is illustrated in English by the pair of cases in (18).

(18) a.   I wonder who ate what

  b. *I wonder what who ate

Among several others studying the nature of superiority,
 Boskovic has convincingly argued that superiority reflects an economy condition that requires the Wh-phrase closest to the target of movement (typically, C0) to move first. Accordingly, in Bulgarian, a language that displays multiple Wh-fronting, the first Wh-phrase in the Wh-cluster is the one whose launch site c-commands the launch sites of the other Wh-phrases. This is illustrated in (19) and schematized in (20). Only the Wh orders in (19a,b) are acceptable.
(19)
a.
Koj
kogo
kakvo
e
pital?



who 
whom
what
is
asked



‘Who asked whom what?’


b. 
Koj kakvo kogo e pital?

(20)
[CP __ [ C0 [IP koj [I0 [VP kakvo V0 kogo]]]]] 


      ^               |


As Aoun and Li demonstrate, in LA RPs within islands display superiority effects identical to those displayed by traces and RPs in non island contexts. Thus, LA shows superiority effects in all multiple question environments: in contexts of no resumption (21), in islands with resumption (22), as well as non-island contexts with resumption (23). 

(21)
a.  miin ?anna?to         yzuur      miin


     who persuaded.2pl 3ms.visit who


     ‘who did you persuade to visit who’


b. *miin ?anna?to          miin yzuur


      who persuaded.2pl. who 3ms.visit


      ‘who did you persuaded who to visit’

(22)
*miin ?anna?to          miin yzuur-u


 who  persuaded.2pl who  to-visit-him


 ‘who did you persuade who to visit (him)’

(23)
  a. miin  ?enbasatto la?inno   saami ?arraf-o             ?a-miin


      who pleased.2pl because Sami   introduced-him to-whom


     ‘who were you pleased because Sami introduced (him) to whom’   


b. *miin ?enbasatto la?inno   saami ?arraf       miin    ?al-e


     who pleased.2pl because Sami introduced whom to-him


     ‘who were you pleased because Sami introduced who to him’

So, if superiority is a diagnostic of movement, the presence in LA of superiority effects with multiple questions involving RPs inside islands implies that these RPs, like traces, are also (in some sense) residues of movement. Or, putting this more provocatively: movement from islands is permitted just in case a phonetically null trace does not result.  


If this interpretation of Aoun and Li’s results is on the right track, it has obvious implications for the correct understanding of islands.  First, it implies that the presence of islands cannot be tied to movement operations per se, contra the ‘window’ conception alluded to in section 1.  Second, it suggests a very intimate tie between islands and phonetic gaps.  This was already noted in Ross 1967 and Chomsky 1977 implicitly acknowledges as much by making phonetic gaps part of the definition of movement.  


This connection between phonetic gaps and islands is sensible on a linearization approach to islands since movement operations that result in phonetic gaps affect linearizations, while operations that do not alter phonetic structure do not. Although to give content to this intuition, one has to decide on what is meant by ‘not altering phonetic structure’ –after all, in all relevant instances the displaced element starts its derivational life in the position of the gap/resumptive pronoun, and ends it in the left periphery. 


One interesting approach in this respect is provided by a line of research developed by Fox and Pesetsky (2005), based on the idea that the process of linearization amounts to committing to certain precedence relations, rather than more literally freezing relevant elements in the place they occupy in the terminal string at the point of linearization. From this point of view, the displacements in, for instance, (24b) are consistent with the linearization in (24a). Thus even if the latter has already been executed in a particular derivational cascade, operations within this cascade would be permissible so long as the linearization properties decided at the relevant stage in (24a) are not altered:

(24) a. … [ …X…Y…Z]…

       b. … [ …Xi…Yj…ti…tj…Z]…

The question is whether the resumptive pronoun is a mere pronounced occurrence of the antecedent.
 If it is, we will find ourselves in the following situation:

(25) a.  … [XP …X…Y…Z]…

        b. … Yi [XP… X…Yi…Z]…

Suppose that XP is an island because it is out of the main clausal skeleton and hence it must linearize through MSO. We can still move Y out of XP so long as a pronounced copy of Y signals its place within the linearized <…X…Y…Z> sequence.
  


This, however, still poses a non-trivial question as to how, precisely, the context-sensitive operation of movement is possible after SO, if the linearization process literally destroys phrasal conditions. But note that, in an example like (25), the occurrence of Y within XP is perfectly identifiable without needing to invoke any context (as would be the case for sheer gaps). The situation is no different from that arising for bound-variable binding of the pronominal sort, which also succeeds across islands, as (26) reminds us:

(26) Every boy was pleased [because Mary met him]

In Uriagereka’s (1999) MSO system, all the terms in (17) remain terms after the flattening operation of linearization for the adjunct clause –as is the case for XP in (25).
 Hence a syntactic relation between every boy and him can be established in (26) –or similarly between the displaced Y and its RP occurrence within XP. It simply will not be a context-sensitive, chain relation, but some other less tight dependency for which it is enough to determine that a term exists within an identifiable domain (the island), regardless of precisely where in its internal make-up. Many binding relations are arguably of this sort.


That directly relates to a fact that is otherwise very puzzling, concerning reconstruction effects. As stressed by Aoun and Li (2003), though LA RPs are not restricted to island contexts (27), it is only possible to reconstruct a Wh-phrase that antecedes a resumptive pronoun in non-island contexts (28).  Thus, the possessive pronoun within the Wh-phrase in (28a) can be interpreted as a variable bound by ‘every teacher’ as the Wh-phrase antecedes a resumptive pronoun that is not within an island.  In (28b), in contrast, the resumptive pronoun is within an adjunct island and the possessive pronoun within the antecedent cannot be understood as bound by ‘every teacher’.  

(27)
a. ?ayya mmasil Seft-uu          be-l-mat?am

 
    which actor     saw.2sg-him in-the-restaurant


    ‘which actor did you see in the restaurant?’


b. ?ayya taalib    ?enbasatto  la?inno   kell m?allme hatna?-ii


    which student pleased.2pl because will.3fs.choose-him


    ‘which student were you please because they will choose (him)?’
(28)
a. ?ayya taalib    min      tulaab-a        fakkarto      ?enno kell 

    which student among students-her thought.2pl. that    every 

    m?allme   hatna?-ii

    teacher.fs will.3fs.choose-him

    ‘which of heri students did you think that every teacheri would choose (him)?’


b. ?ayya taalib    min      tulaab-a        ?enbasatto  la?inno   kell


    which student among students-her pleased.2pl because every

             m?allme   hatna?-ii


    teacher.fs will.3fs.choose-him

    ‘which of heri students were you pleased because every teacheri would choose   

     (him)’

Aoun, Choueiri, and Hornstein (2001) explain this contrast by distinguishing ‘true’ versus ‘apparent’ resumptives. True resumption is found when an expression antecedes a RP within an island, a position from which they assume movement is impossible. In non-island contexts, resumption is only apparent, and movement of the wh-phrase takes place from the position marked by the resumptive pronoun. We can now tighten that account.


In both instances we can have movement, so in that sense all RPs are true. The difference is that when the RP is within the island context, the latter is flattened out of existence, hence no context-sensitive operation can target it, including whatever process is involved in ‘reconstruction’.
 In contrast, when the RP is not within an island nothing prevents the system from using customary context-cues, the way any trace would.

6. LF-induced Islands 

The logic of our proposal so far has islands as ‘PF-driven’ phenomena, both in their emergence (due to early linearization) and their removal (as a consequence of the ellipsis of unlinearized structures). But nothing in the sheer derivational dynamics of the account prevents a sort of ‘mirror image’: an island whose properties emerge due to some ‘LF-driven’ conditions, and that, therefore, cannot be removed by way of ellipsis.


One domain that fits the profile just raised is what Beck (1996) calls a ‘quantifier induced’ (QI) island. In the description of this phenomenon in Hornstein and Uriagereka 2002a, 2002b (henceforth H&U), this sort of island emerges for the class of so-called split LF dependencies (e.g., negative polarity licensing)
 whenever they take place with the licensee under the scope of a binary quantifier, while the licensor is outside this scope:

(29)
a.
  What did nobody give [every child t]?


b.
  Nobody gave [two children a red cent].

c.
*Nobody gave [every child a red cent].

Note, first, that the bracketed material in (29a) is not an island for an overt dependency between what and its trace, as expected. It is also not an island even for the covert dependency between the bold-faced elements (licensor and licensee of negative polarity) when the quantifier that can induce the relevant opacity (typically a specifier for the domain) is unary –for instance a numeral expression (29b). However, when the quantifier in question is binary as in (29c),
 then some sort of island emerges for the LF process.   


H&U is built on the premise that quantificational dependencies must be represented transparently and indeed trivially in LF representations, just as comparable dependencies are for theta-relations. Acceptable notions for the relevant mapping include the predicates of X’-theory, but not arbitrarily complex descriptions built on those. In that sense, binary quantification poses an interesting challenge, inasmuch as natural language determiners are ‘conservative’: the quantifier ‘lives on’ the restriction and has to gain scope by way of some sort of context-sensitive dependency of the QR sort. This asymmetry is not easy to capture. First, the restriction (e.g. child in (29c)) must somehow be coded as the first dependent of the quantifier, however it is that ordering enters the picture. Second, and more delicately, the scope (e.g. nobody gave x a red cent in (29c)) has to somehow be coded in derived X’-theoretic terms. There is no way in which a standard quantifier in its theta-position can directly relate to its scope, as the two are plainly not ‘in-construction-with’ –this is the puzzle that quantifiers pose in general. But even after a process like QR it is not obvious how things exactly work.


A simple case can illustrate our difficulty and the proposed solution:

(30)
a.
John likes every book.


b.
[IP Johni I0 [VP [DP every book]j [VP ti likes tj]]

c.       [IP Johni I0 [DP [D’ every book]j [VP ti likes tj]]

Regardless of what one’s theory of QR is (or where exactly a quantifier like every book has its scope), though the relation every enjoys with its restriction book is quite standard (book is the complement of every), it does not relate to its scope (here [VP ti likes tj]]) in any grammatically transparent way.
 H&U addresses this difficulty by re-labeling the phrase-marker in (30b) as in (30c), calling this derivational process a reprojection. In (30c) the scope of every occupies the reprojected specifier of this category.


The significance of this idea for the present paper is the following: In effect H&U is taking the derivation to proceed from a stage as in (30b) to one as in (30c), moreover assuming that the reprojection process takes place covertly.
 Crucially H&U wants to associate these projection/reprojection dynamics to Beck’s QI islands (Beck 1996). One possible way in which this will take place is by considering in detail the relevant phrase-markers prior to and after reprojection. This is best seen with regards to actual examples where relevant LF split relations may (not) occur, for instance (29b) vs. (29c). Consider in particular the context-sensitive dependency between nobody and a red cent in each instance. Minimally, this dependency would have to be established between the context ‘sister of T’ ‘ (for nobody) and ‘sister of (the trace of) gave’ (for a red cent), where the notion ‘between’ presumably is of the Probe-goal sort, between nobody and a relevant target in its domain. The question is how the reprojection affects the probing dependency. One thing is clear: the intervening labels that have to be reconsidered, for instance from a VP to a DP as in (30), will entail what Uriagereka (1998) referred to as ‘overwriting’ (Chomsky (2000, 2005) calls it ‘tampering’): not only will the changed label itself need to overwrite, but also all the dominating formal objects that contain said label within. 


That has consequences, for consider the T’ that determines the context of nobody in (29). Formally that constituent is {T, {T, VP}} prior to reprojection and {T, {T, DP}} after. Now suppose we stipulate a restriction on context-sensitive dependencies as follows:

(31) Conservation Condition (CC) 

        A context-sensitive dependency α must be unambiguous throughout α’s derivation.

The CC directly prevents the formation of any context-sensitive dependency across a domain that has involved overwriting, such as those induced by reprojection. The QI island effect then follows. The CC doesn’t prevent the formation of an overt syntactic dependency as in (29a) if it is established prior to reprojection. It also doesn’t prevent the relation between a reprojected quantifier and its scope, since the latter, after reprojection, is a mere context-free relation between a head and its specifier, not a context-sensitive dependency affected by the CC. Moreover, the relation between the quantifier and its trace, although surely context-sensitive, is also not affected by the CC, inasmuch as this relation originates covertly, hence the labeling relevant to it is the reprojected one.
 Finally, all these considerations are moot for unary quantifiers, since they do not involve reprojection to start with, and therefore no overwriting emerges in their presence (29b). 


Note furthermore that, given the logic just displayed, relevant islands shouldn’t disappear because of ellipsis processes, as their rationale is ‘LF-driven’. Unfortunately, this can only be tested with a class of constructions that remains to this day rather poorly understood: why adjuncts (see Lasnik and Uriagereka (2005: chapter 7)). Whatever the ultimate reason for this is, as Honcoop (1998) notes, the base contrasts in (32) obtain:

(32) a.   Why did Susan tell Johnny [that Rudolf is crying].

        b. *Why did Susan tell every child [that Rudolf is crying].

Of course, the PFs for those two sentences are both perfect corresponding to matrix questions about the telling event; however, as embedded questions about the crying event (as the bold-face indicates in (32)), the question degrades across a binary quantifier as in (32b), especially if it expects a pair-list answer (with possibly different reasons given to every child). This is expected if the relation between (pair-list) why and the site it modifies is of the split sort.
 With that in mind now observe:

(33) a.  Susan told Johnny [that Rudolf is crying]. May I know why Susan told Johnny that Rudolf is crying.

        b. Susan told every child [that Rudolf is crying]. May I know why * Susan told every child that Rudolf is crying.

The reading involving modification of crying by why (italicized in (33a)) is available when the element intervening between the adjunct and what it modifies is a mere name like Johnny (dispreferred though it may be vis-à-vis a comparable reading involving modification of telling). However, the relevant construal sharply disappears in (33b), across a binary quantifier (assuming, again, that a pair-list answer is sought). 


Our approach predicts those facts directly: there shouldn’t be any reason why eliding the PF material someone told every child that Rudolf is crying should have any effect in its LF representation. As a consequence, the reprojection that by hypothesis the binary every triggers in the covert component should continue to block the split connection between, in this instance, (pair-list) why and its modification domain.

7. Conclusions
We hope to have shown that: (i) island phenomena are ripe for theoretical reconsideration along minimalist lines; (ii) in addition to the classical ‘window’ based subjacency-like conception, a Ross-like LCA-based approach is a reasonable foundation for such a re-exploration of island phenomena; (iii) a similar logic, albeit for LF-driven reasons, can be explored for islands relating to reprojection and the phrasal overwriting this process entails; and above all, (iv) this perspective on islands can lead to the discovery of new kinds of empirical data and generalizations, as well as generate new questions and novel kinds of hopefully deeper, more explanatory, analyses. Much work certainly lies ahead. To be clear about our own shortcomings, the present proposal hasn’t said anything about such old chestnuts as the Wh-island Condition or the Specificity Constraint. It will be interesting to see whether those too can follow from some extension of our approach or, rather, they demand entirely different mechanisms.
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Endnotes
� An alternative way of implementing the representational idea understands locality conditions as requirements on chain links (Chomsky 1986, Rizzi 1986, Brody 1995).  





� This question was foreshadowed in the Barriers attempt to derive the inventory of bounding nodes from more general considerations. This approach, however, had only limited success (c.f. Lightfoot and Weinberg 1988, Lasnik and Saito 1992).  





� Epstein (2004) discusses this point at length, showing how the relevant cyclic notions lose much of their naturalness because of it.





� This is assuming that many of the standard islands e.g. Subject Islands or Complex Noun Phrase Islands, crucially require that DPs be cyclic nodes in order to derive their island status.





� Strictly, (3b) makes sense only if the complex element C is taken to be a terminal, in some non-obvious sense (in order for this element to meet the base of the definition, and assuming that spell-out is in an issue only for terminal elements that get to be pronounced). The axiom could be stated in a less elegant fashion, in order to meet this difficulty –in such a way that the base and the induction steps are entirely separate, unrelated statements. But that poses a conceptual issue: Why should there be two entirely different procedures for linearization? These questions are side-stepped in the characterization below.


 


� See Ernst (2002) for various problems with Kayne’s system, which David Lebeaux raised to us a decade ago through personal communication.





� See Lasnik and Uriagereka (2005: chapter 7) for a rough implementation of Chomsky’s (2004) idea that they occupy ‘a different dimension’.





� Stowell’s proposal did not extend to ‘control’ nominal dependents, as in (ia). Interestingly, (ib) seems much less of an island violation than (iib):





(i) a.    [My desire to leave the party] was entirely justified.


     b.  ? Tell me: What do you have [a desire to leave t]?





(ii) a.    [The rumor that Jack left the party] was entirely justified.


      b.  ?* Tell me: What did you hear [a rumor that Jack left t]?





� Unfortunately Moro’s (2000) account, which involves displacement to a specifier position, as stated violates strict Last Resort considerations; see Uriagereka forthcoming: chapter 6 for an alternative.





� In other words, all that ‘Tucking in’ means in these terms is merging within the confines of a given derivational workspace, instead of merging at the root of said space. Nothing in a linearization procedure in terms of this notion of c-command forces the latest merge to come in first. All that matters is that c-command relations (the essentially geometric relation of ‘being-within-a-derivational-space’) be preserved.





� The extraction degrades when a question, as opposed to relativization, is displayed:





(i) ? ¿De qué   conferenciantes te        parece que  me van a  impresionar las propuestas t?    


     of   what speakers            to-you seems  that me go  to impress         the proposals


    ‘Which speakers does it seem to you that the proposals by will impress me?’





Wh-expressions are focused (Rochemont 1986). It is thus plausible that they prevent the subject from accessing the F specifier. When we control for this by using a relative operator as in (6a) in the text, the sentence becomes perfect syntactically and semantically.





� Chung, Ladusaw and McCloskey (1995) argue that Sluicing does not involve any deletion, but rather LF copying of the antecedent into a previously empty position following the wh-phrase. Then, they reason, there was no movement at all hence no island effect. See below for arguments against this alternative.





� In fact, on an LF-based copying analysis, the correlations make little sense. Since Kartunnen (1977), it has been assumed that LF must permit preposition stranding if it is to be semantically adequate. The reason is that the correct logical form of questions with pied-piped prepositions like (ia) is something like (ib), where the variable ranges over DP, not PP, denotations.  





(i)     a. With whom did you dance


         b. For which x [ you dance with x] 





� Chung, Ladusaw, and McCloskey (1995) present a similar pair of examples and propose that Subjacency is strictly an on-line constraint (hence, in the terms of this discussion, its violations could never be repaired). Sluicing then shows no island effects because it is an LF copying process, unlike VP ellipsis, which they take to involve deletion.





� Descriptively, a VP ellipsis site cannot contain a Wh-trace (unless its antecedent does). But there is no such constraint on IP ellipsis, as the very existence of sluicing shows.  It is this disparity that Fox and Lasnik attempt to deduce.





� It is unclear how the ‘parallelism’ constraint is to be implemented in any detail, but we have nothing deep to say about this here. 





� The observation is present already, in some form, in Ross (1967); Chomsky (1977:91) makes it quite explicitly in instances involving topicalization/left-dislocation:





(i) This book, I accept the argument [that I should read *(it)].





� Rudin 1988, Boskovic 1997, 1998, 1999, 2002, Hornstein 1995, Richards 1997, 1999, 2001, Pesetsky 2000, Boeckx and Grohmann 2003.





� Technically, each ‘copy’ created by movement is an occurrence of the displaced token element. Thus if the resumptive pronoun emerges via movement, it should count as an occurrence in the relevant sense.





� It remains to be seen precisely how this sort of occurrence emerges as a mere set of features (a pronoun, and indeed typically a clitic one) instead of a full-fledged category. This ought to have to do with the sorts of issues raised by Nunes (2004). In a nutshell, elements within a chain cannot linearize with regards to one another unless either a) all but one have no PF realization or b) occurrences other than the linearized one are linearized via specific morpho-phonemic processes. This goes well with the fact that resumptive pronouns are tend to be clitics or mere agreement morphemes. 





� Technically this is because linearization must manage to map the set {X, {X, {Y, {Y, …}}}} (where the entire set is a term, and members of members of terms are also terms) into the sequence <X, Y, …>. That is a shorthand notation for the set {{X}, {X, {{Y}, {Y, …}}}}, which doesn’t have phrasal status; in this set, however, every variable is a term (as it is a member of a member of a term). So although the ‘flattened’ object is not accessible to further context-sensitive computation, it still involves interpretable terms. 


 


� This relates to the idea in Boeckx and Hornstein (2004) that reconstruction is only licensed by agreement configurations of a certain kind, namely those that occur in non-island violating movements: agreement too is a context-sensitive relation that would fall under the requirements just sketched.


 


� One also needs to explain, then, why the pronoun is pronounced at all, in languages where it is, a situation that recalls that posed in fn. 19. We put this matter to the side at this point.





� For the parallelism to be complete, the would-be island should be removable by a process targeting LF representations but leaving corresponding PF representations. For unclear reasons, those sorts of processes do not appear to exist at least in ordinary language use, so this possibility is untestable. 





� Honcoop (1998) also lists the wat…für split in Germanic languages, instances involving why adjuncts, and a variety of Wh-in situ multiple-questions. 





� A quantifier is unary if it doesn’t have a restriction (all predicative material associated to it can be seen as being within the relevant scope), while it is binary if it does have both a restriction and a scope, so that the appropriate quantificational dependency is calculated in the intersection of the denotation of the restriction and the denotation of the scope.





� The VP corresponding to the scope is not the projection, the complement, the specifier, or even an adjunct to the quantifier –rather the quantifier is either adjoined to the scope or in the specifier of a category taking the scope as its complement, depending on theoretical assumptions.  





� The argument given for this is empirical: if reprojection took place overtly, among other things that would go wrong linearization of relevant structures would be backwards. It is an interesting theoretical issue whether this conclusion is general or there could be pre-SO reprojections when nothing else goes wrong.





� Strictly, in the covert component first one would have to create, say, a VP label, and immediately after that, reproject it to a DP label. Still, as these processes are immediately subsequent, and presumably within the same cycle in the system, arguably the CC doesn’t affect the appropriate dependency, as it does not evaluate, in the relevant cycle, the VP as ‘VP’, but only as the reprojected ‘DP’. 





� The reason why the question improves when a single answer is expected is interesting, suggesting that the way to represent ‘single event’ answers may be quite different (see Hornstein 1995 on this). We have nothing to say about the matter here, as it doesn’t affect our reasoning.
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